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dependent elimination has to be restricted (BTT)
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Also, this is kind of folklore.

... but I don’t recall reading it formally anywhere.
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Such terms are typically called **non-standard** booleans.

e.g. a function $\text{is\_empty} : \Pi A. A \to \mathbb{B}$ deciding inhabitation of a type.
A Tension Build-up
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... hint: this is a bias
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The landmark of dependent type theory, used to encode induction!
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Theorem (Explosive Ménage à Trois a.k.a. Fire Triangle)

\[ \text{Effects} + \text{substitution} + \text{dep. elimination} \vdash \text{logically inconsistent}. \]
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Meet conversion:

\[
A \equiv_{\beta} B \quad \Gamma \vdash M : B
\]

\[
\Gamma \vdash M : A
\]

Bad news 1

**Typing rules embed the dynamics of programs!**

Combine that with this other observation and we’re in trouble.

Bad news 2

**Effects make reduction strategies relevant.**
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In **call-by-value** + effects:
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A paradigm shift: from type theory to dependent languages, e.g. ExTT
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A Generic Workaround

We have a proposal for a generalization of CBPV to factor both.

\[\partial\text{CBPV}\]

(We had to pick a fancy name.)

The main novelties: two for the price of one

- Not one, but **two** parallel hierarchies of universes: \(\Box_v\) vs. \(\Box_c\)!
- Not one, but **two** let-bindings!

\[
\begin{align*}
\Gamma \vdash t : F A & \quad \Gamma \vdash X : \Box_c & \quad \Gamma, x : A \vdash u : X \\
\Gamma \vdash \text{let } x := t \text{ in } u : X \\
\Gamma \vdash t : F A & \quad \Gamma, x : A \vdash X : \Box_c & \quad \Gamma, x : A \vdash u : X \\
\Gamma \vdash \text{dlet } x := t \text{ in } u : \text{let } x := t \text{ in } X
\end{align*}
\]

- Justified by all of our syntactic models so far (and we have quite a few)
Many More

This was a very high-level talk

Many things I did not discuss here!

- A good notion of purity: thunkability vs. linearity
- Complex $\partial$CBPV encodings
- Presheaves as observationally pure terms of an impure CBV theory

http://pédrot.fr/articles/dcbpv.pdf
Conclusion

- Effects and dependent types: choose your side.
  - Purity, CBN, CBV, Michael Bay?
- Even inconsistent theories have practical interest.
Thanks for your attention.